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ABSTRACT 

 
In this article a methodological proposal for the classification of texts is presented. The main objective is 
to provide guidance to new researchers, especially Spanish-speaking researchers, who are beginning in 
the world of machine learning, specifically deep learning using convolutional neural network techniques 
applied to natural language. It addresses concepts and explanations for a good understanding of the 
subject. The proposed methodology consists of 6 stages that were carefully carried out in a project to 
classify scientific texts. The proposal takes as reference the CRISP-DM methodology and the KDD 
process, in addition to the experiences of projects and scientific articles that apply convolutional neural 
networks to the processing of natural language, written by elite authors on the subject such as: Yan 
LeCun, Xiang Zhang and Geoffrey Hinton. The texts used in the training and test of the classifier is a 
corpus of abstracts of theses of degree, masters and doctorate in the field of computer science, previously 
classified by specialists in 11 classes of computer subjects. Each summary was transformed into a vector 
matrix with the characteristic that the representation was elaborated at the character level from the 
Python programming language and the libraries for the processing of the language, also with the help of 
the MXNET framework a convolutional network was designed and then trained and get the text 
classification model. 
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1. INTRODUCTION 
In recent years positive results have been achieved, seen in projects for the processing of natural 
language that includes the classification of the text, the analysis of the feeling, the translation of 
the language, as well as the recognition of speech with personal assistants. These advances are 
mainly due to the application of a very fashionable technique in artificial intelligence, the Deep 
Learning. 
Deep learning is a way of referring to the simulation of networks of neurons that "learn" to 
recognize, recognize language and make decisions. These networks do not exactly mimic the 
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functioning of the brain. Instead, they are based on general mathematical principles, from 
examples, allows them to learn [8]. 
The appearance of deep learning algorithms, as a result of the development of automatic 
learning algorithms and, in particular, of neural networks, has led researchers to think about 
their application in the classification of texts to improve, mainly, the accuracy of results and 
their semantic understanding [25]. 
 

Yoav Goldberg, in his manual on Deep Learning for the processing of natural language, 
explains that neural networks in general offer better performance in relation to classical linear 
classifiers.  
Although deep learning has been applied to text mining, there is no clear methodology on how 
to proceed with the combination of the deep learning technique and the applicable field (in this 
case, text mining). The procedures, methodology or existing guides are general data mining 
projects, without addressing technical aspects such as: definition of the architecture of the 
network to be used or the configuration of the development environment. 
The present research proposes a methodology of how to apply convolutional neural networks as 
part of deep learning in problems of classification of scientific texts. From a study of the art of 
topics such as: deep learning, text mining as a subset of data mining, CRISP-DM methodology, 
knowledge discovery process, natural language processing techniques, neural networks and 
convolutional neural networks, the MCTexto methodology and a classification model of 
scientific texts are proposed. 
MCTexto has 6 stages: stage zero, initial stage, text processing, architecture definition and 
training of the convolutional neuronal network, validation and interpretation of the classification 
model and as a last stage application of the model. 
Figure 1 explains the relationship of the general concepts taken into account for the design of 
the proposed methodology. Data mining as a macro process of research and, within this, text 
mining as a main component of the methodological proposal. The classification of texts 
constitutes a type of application of text mining and it can be done using several traditional 
techniques such as Bayesian, decision tree, vectorial machine support among others, however, a 
less traditional technique such as neural networks was used convolutional. 
 

 

Figure 1. General Concept Relationship employees 
for the methodological proposal. 
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The article is organized by sections, in 2 it shows the mining of texts, the methodologies and 
processes that exist in this discipline. Section 3 consists of aspects related to the classification of 
texts and the convolutional neuronal networks technique. Section 4 consists of the proposed 
methodology and section 5 experiments and results is the application of the methodology 
proposed in a case study. Finally, the conclusions and bibliography. 

2. Text Mining and Methodologies 
Text mining, being a subset of data mining, adopts automatic learning techniques for identifying 
patterns and understanding new information.  [1]  

The goal of text mining is the discovery of new information from collections of unstructured 
text documents. By unstructured we refer to free text, usually in natural language, although it 
could also be source code or other textual information. The most common mining task on these 
data is the categorization, classification and grouping of the texts.  [14]  

Text mining and text analysis are general terms that describe a range of technologies for 
analyzing and processing semi-structured and unstructured text data [5] [18]. Behind each of 
these technologies is the need to convert text into numbers so that powerful algorithms can be 
applied to large document databases [5]. Converting text into a structured numerical format and 
applying analytical algorithms requires knowing how to use and combine techniques to handle 
text, from individual words to documents to complete document databases [5].     

Gary Miner in his book "Practical Text Mining and Statistical Analysis for Non-structured Text 
Data Applications"   It establishes that it is important to collect, organize, analyze and assimilate 
information. Miner proposes three different activities with subtasks depending on the 
information that you want to generate. In this book a detailed diagram for text mining is 
proposed. The first activity comes from a collection of documents. Texts with specific domain 
must be collected and organized. The corpus of the collection is established. The second activity 
is about pre-processing the data or structuring the data. This second activity is responsible for 
introducing a structure to the corpus from stage 1. To conclude, knowledge is extracted. This 
last activity is responsible for discovering the patterns of the data previously processed. At this 
stage, feedback can be provided with the first and second activity by providing corrections and / 
or adjustments.   The patterns and associations are represented and visualized.  [5]  

Text mining approaches are related to traditional data mining and knowledge discovery 
methods, with some specificities. [3]. Therefore, it was decided to adapt one of the most used 
methodologies in data mining CRIPS-DM and the KDD process, and thus propose a specific 
methodology for text classification using the deep learning technique, for its favorable results in 
this field.  

In the following subsections, the stages and phases of both processes are detailed, based on the 
information obtained in the book "Introduction to Data Mining" by author Orlando Hernández.  

2.1. Knowledge Discovery Process 

The knowledge discovery process in the database includes several phases, visualized in Figure 
2. Data mining is only an essential phase in the process. 
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Figure 2. Phases of the KDD Process [14].  

Integration phase and data collection determine the sources of information that can be useful 
and where to get them. Then all the data are transformed into a common format, often through a 
data warehouse that manages to unify all the collected information in an operative way, 
detecting and resolving the inconsistencies, as well as facilitating the visualization of the data. 
In the second phase, selection, cleaning and transformation the incorrect data are eliminated 
or corrected and the strategy to be followed with the incomplete data is decided, in addition to 
selecting the data that are part of the minable view. The data mining phase is the application of 
automatic learning techniques according to the data mining task to be used and, as a result, 
descriptive or predictive models are obtained. The evaluation and interpretation phase it 
allows to evaluate the patterns by means of evaluation techniques and they are analyzed by the 
experts, in case of being necessary it goes back to the previous phases for a new iteration. The 
diffusion phase makes use of the new knowledge for all possible users.  

2.2. CRISP-DM 

It is a process standard freely available to solve general problems of business strategies or 
research within data mining. [12]  

Standard 1.0 of the CRISP-DM methodology includes a reference model and a guide to carry 
out a data mining project [14]. Both are structured in six main phases as seen in Figure 3, where 
some are feedback with another phase. 
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Figure 3.  Phases of the CRISP-DM methodology [14].  

  
 
Business Compression: focuses on understanding the objectives and requirements of the 
project from a business perspective [14]. Compression of data: it is about collecting and 
becoming familiar with the data, identifying data quality problems and seeing the first 
potentialities or subsets of data that can be interesting to analyze. Preparation of the data: the 
objective of this phase is to obtain the minable view (data set and descriptions). This includes 
integration, selection, cleaning and transformation [14]. Modeling: is the application of 
modeling techniques or data mining itself said to the mineable views. Evaluation: in this stage 
it is necessary to evaluate the models of the previous phase, see if the model fits the needs 
established in the first phase. Deployment: during this phase it is about exploring the potential 
of the models, integrating them into the decision-making processes of the organization, 
disseminating reports on the extracted knowledge [14]. 

 

3. Classification of Texts and Convolutional Neural Networks. 
Classification of texts is of great interest at present in the analysis, mainly, of content hosted on 
social networks, media, search engines, etc. The great interest that the tasks of text classification 
raise is reflected in different tasks proposed in congress workshops that deal with the topic such 
as SemEval @ ACL, IberEval @ SEPLN and TASS @ SEPLN [10]. 
The task of text classification, is to assign a set of classes to a specific document. Formally, 
given a document d and a fixed set of classes. C = {c 1, c 2, ..., c n} a classifier f must assign the 

correct class (or classes) to the document, f . Prior to such classification, supervised 
approaches are often used in which given a training set of m documents labeled, a classifier f is 
learned [10].  

Convolutional neural networks (CNNs) are a type of neural networks [11] [21] [22] [23] [24] 
used for deep learning and have obtained good results in the classification of texts. These 
networks are designed to process data that comes in the form of multiple arrays, for example, a 
color image [13] [17] composed of three 2-dimensional arrays that contain pixel intensities in 
the three color channels. Many data modalities are in the form of multiple arrays [13]: 1 
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dimension for signals and sequences, including language; 2 dimensions for images or audio 
spectrograms; and 3 dimensions for video or volumetric images [13]. 

This type of network has been used for the processing of natural language, generating extremely 
good text classifiers and for it to work the only thing that must be done is vectorize our text so 
that we have a matrix with height and length (such as an image) and treat it as in the existing 
projects of image classification in CNNs.  

The origins of the CNNs were in 1980 with the article Neocognition of Fukushima explained an 
algorithm very similar to CNN, however, it was not known how to train it. Then the AI went 
through a stage of darkness due to the lack of scientific results in the field and the great cost of 
undertaking an AI investigation. It was not until 1993 that Yan LeCun LeNell implemented the 
first convolutional network applied to images, in a software that simulated the functioning of 
neurons and learned to read a handwritten text in check and forms. However, the LeCun project 
was not successful in front of the community of scientific experts in the field of AI at that time. 
In 2012 George Hinton and 2 students used a network (like the one LeCun did in 1993) in the 
main contest of ImageNet's Large Image Recognition Challenge, earning first place in the 
contest.  

With respect to their capacity, CNNs are able to learn, automatically through back-propagation, 
a hierarchy of characteristics that abstract spatial information and can be used for classification 
problems [15]. 

Generally, a convolutional network consisting of convolutional layers, pooling and a reshape 
layer is called a convolutional network, followed by a classification model, for example, 
Multilayer Perceptron (MLP for its acronym in English) [10].  

In the CNNs the concept of layers is maintained, but each neuron of a layer does not receive 
incoming connections of all the neurons of the previous layer, but only of some. This favors a 
neuron to specialize in a region of the list of numbers in the previous layer, and drastically 
reduces the number of weights and multiplications needed. Typically, two consecutive neurons 
in an intermediate layer specialize in overlapping regions of the anterior layer. [7]  

The architecture of a typical convolutional network can be seen in Figure 4 and it is structured 
as a series of stages; the first stages are composed of two types of layers: convolutional layers 
and pooling layers.  
 

 

Figure 4. Architecture of CNN text classification. [4]  
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Units in a convolutional layer are organized into feature maps, within which each unit is 
connected to local patches in the feature maps of the previous layer through a set of weights 
called the filter bank. The result of this local weighted sum is passed through a non-linearity 
function [4] [20], such as a ReLU. All units in a feature map share the same filter bank [13] [17] 
[18] [19]. Different feature maps in a layer use different filter banks [13]. The reason for this 
architecture is double [13]:  

 

 In matrix data as images, local groups of values are often highly correlated, 
forming distinctive local motifs that are easily detected. [13] 

 The local statistics of images and other signals are invariant to the location. In 
other words, if a motif can appear in a part of the image, it could appear 
anywhere, hence the idea that units in different locations share the same weights 
and detect the same pattern in different parts of the matrix. [13]  

 

Mathematically, the filtering operation performed by a feature map is discrete convolution, 
hence the name.  

Although the function of the convolutional layer is to detect the local conjunctions of the 
characteristics of the previous layer, the function of the pooling layer is to combine the 
semantically similar characteristics in a single layer. Because the relative positions of the 
characteristics that make up a pattern can vary a bit, reliable detection of the pattern can be done 
by general granulation of the position of each characteristic. A typical pooling unit (cluster) 
calculates the maximum of a local patch of units in a feature map (or in a few feature maps). 
[13] 

A pooling layer reduces to:  patch in a single value to make the convolutional neuronal 
network less sensitive to spatial location. The pooling layer is always included after each 
convolutional layer + activation function.  

4. Methodology MCTexto  
It is valid to point out that MCTexto eliminates a little documentation generated in relation to 
other methodologies, however, its stages address the main processes of a text classifier and 
includes a zero stage for the configuration of the work environment and tools to be used. 
MCTexto contains 6 stages, visualized in Figure 5 and described later. With MCTexto the 
application domain is reduced and bringing it to a more specific level, saving time and resource 
specialists in this type of problem. 
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Figure 5. Phases of the MCTexto methodology. 

 

1. Stage Zero: This stage is one of the most important because the objectives of the 
project must be clearly identified. In addition to allowing Configure the Development 
Environment, defining programming language, library and framework to use.  

2. Initial stage: Collection, integration, selection and manual classification of texts. In this 
stage, the source of information to be used in the project is identified. The collection, 
integration and selection of texts is performed. For this stage the texts must be classified 
in classes, manually or with the use of a system. Conform the report of the exploration 
of the texts. Main artifacts:  

 Report of the Exploration of Texts.  

 Text Description Report.  

3. Text preprocessing: This stage helps the accuracy of the classification of the text, in 
addition to prepare the data for the technique to be used, in article [26] define several 
techniques of image preprocessing, it is valid to emphasize that the philosophy is equal, 
which in the context of the texts, i.e. Cleaning of the texts, Normalization, 
Lemmatization, Tokenization and Transformation to Vector Matrix the texts to be 
classified, using any of the existing representations Bag of Word representation, N-
Grams, Word Embedding and even at the level of character. Main artifacts: 

 Texts Preprocessing Report.  

 Vector matrix of the corpus.  

4. Definition of CNN Architecture and Training: The number of layers and neurons in 
each layer is defined, in addition to the activation function to be selected. The network 
is trained from the training corpus, defining in the number of runs or epochs that the 
algorithm will use. Main artifacts:  

  Text Classification Model.  

  Model Training Report.  
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5. Validate and Interpret Classification model: The objective is to validate that the Text 
Classification model fits the defined objectives; if they are favorable, the results should 
return to Stage 3, as many times as necessary. Main artifacts:  

 Validated model.  

 Validation Report of the Model.  

6. Application of Result: in this stage the results are applied, always bearing in mind that 
the model must be fed back from that same application. Main artifacts:  

 Deployment Plan.   

 Final report.  

 Retro-Feeding Model Report.  

5. Experiments and Results 
It is important to highlight that the implementation of convolutional neural network models 
requires a high cost of resources, hardware and software. To obtain faster results, better 
computational resources should be applied, and in the best case graphic cards (GPU) which 
opened the way to the techniques of Deep Learning, enabling a result of training the network in 
a very minimal time. However, non-use does not mean that the results obtained are not 
favorable. 

5.1. Stage Zero 

Following the MCTexto methodology proposed, it is explained that the research has a corpus of 
documents stored in a University Institutional Repository. The RI has all the scientific 
production of the university community (theses, masters, doctorates, articles, etc.). The 
objective of the case study is to obtain a text classification model, to be implemented in a 
technological surveillance system.  

The Python programming language was used as a language widely used in deep learning 
applications and natural language processing, in addition to providing useful libraries that were 
used, such is the case of NumPy, which is the fundamental package for computing. scientific 
with the Python language. NumPy contains among other things a very powerful N-dimensional 
array object, it offers sophisticated functions [16]. 

Another leader in natural language processing library is the NLTK , provides easy to use 
interfaces to more than   50 corpus   and lexical resources, together with a set of text processing 
libraries for classification, tokenization, labeling, analysis and semantic reasoning [6].  

Apache MXNET is one of these free code framework that provides resources for an easy 
implementation of convolutional neural networks. It was used for its being an efficient and 
flexible library for deep learning. Being one of the libraries that supports the most language, 
including the Python language [2].  

For the case study, an 8-core CPU was used, with 16 GB of RAM with Ubuntu OS 18.04  
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5.2. Initial Stage  

A corpus was obtained from the abstracts of the thesis with the computer profile of the 
University Institutional Repository database, which are related to the metadata_value table that 
represents the metadata of the documents. 

 

Figure 6. Metadata_value table 

A table dim_instancia, (see Figure 7 and 8) was formed from the sql language query, which 
selects from the table Metadatavalue the text_value field where the metadata_field_id has a 
value of 64, which corresponds to the summary field, in addition to other fields that were added. 
For a total of 6768 initial records. 

 

  Figure 7.  sql query  
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Figure 8. Selection of the Summary Field in the Table dim_instancia 

5.3. Text preprocessing 

This stage has a very important artifact, which consists in the representation of the documents in 
a vector matrix. The developers are responsible for selecting the representation to be used, 
always remembering the relationship with the technique to be used.  

We proceeded to filter the values according to the interest of the investigation, focusing only on 
the summary field. Several sql queries were applied, with the aim of exploring the records, 
concluding that there were 989 records with the null summary field of 6768 initial records.  

Due to the nature of the data, it was decided to divide the data into 2 groups using the option to 
export to the extension .csv, the first of the data for the training where are the abstracts 
corresponding to the diploma thesis collection for a total of 4550 records representing 78.90% 
and a second group with the remaining abstracts with 1229 records of abstracts (during the 
export 12 records presented an error leaving a total of 1217), these correspond to the test data, 
representing 21.10%.  

Each summary text of the corpus was manually classified into 11 classes defined by several 
experts in Computer Science, where Figure 9 and Figure 10 show the number of texts per class 
and the distribution in a histogram:  
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Figure 9. Quantity of texts by classes 

 

 

Figure 10. Histogram of distribution of items by class 

The genfromtxt function of NumPy was used to load the data. Once the data was loaded, the 
texts were cleaned, the file stopwords.txt containing the frequent words of the Spanish 
language, as shown in Figure 11, was added and this provides the elimination of these words 
that do not provide knowledge to the investigation. 
 

 
      

Figure 11. Method for work with stopword 
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Unlike others, neural network and deep learning models do not receive the raw text as input data 
and they only work with a numerical block, so vectorized text is the process to transform the 
texts. 
Text representation at character level was selected, as shown in Figure 12, to obtain a matrix 
similar to an image as in image classification projects, then each character encoded is equivalent 
to one pixel in the image this process is well detailed in Zhang's Character-level Convolutional 
Networks for Text Classification article where the authors conclude in the article that the most 
important thing in their experiments is that convolutional neuronal networks at the level of 
characters they could work for the classification of texts without the need for words. 
 

 
  

Figure 12. Scheme of the character encoding.  
Each sentence is coded as a 69x1014 matrix. [9] 

    
With the encoded function shown in Figure 13, the text corpus was transformed to a vector 
matrix at the character level and Figure 14 shows the resulting matrix of a summary text. You 
can check in Figure 15 the representation of a character, in the resulting matrix of the text. 
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Figure. 13. Implementation of the encode method 
 
 

 
 

Figure 14. Vector matrix corresponding to a summary text 
 

 
Figure 15. Verifying the representation of the "a" character, active in the 3rd position of the 

summary text 
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5.4. Definition of CNN Architecture and Training 

For the architecture of the network, it was initially based on the architecture of the Crespe 
model and its subsequent improvement models. Crespe was the initiator in 2015 of the 
application of convolutional neural networks in the classification of text at the character level. 
The Crespe model composed of 9 layers (6 convolutional and 3 fully connected) [9]. It is valid 
to note that the layer number is adopted according to experience in another model, there is no 
manual that says the number of layers according to the type of problem.  

In the project the architecture of the model was designed as follows: 5 layers (3 convolutional 
layers and 2 totally connected layers), illustrated in Figure 16. The activation function used is 
the ReLU very common in function deep learning this has the characteristic of its result is 
between 0 and 1, causing the gradient to propagate completely backwards if x > 0. In the 
implementation of the network layers, it was carried out with the support of the MXNet 
framework evidenced in Figures 17 and 18.  
 

 

Figure 16.  Representation of the Text Classifier Architectures 
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Figure 17. Implementation of the Convolutional Layer, Activation Function and Layer Pooling 
using the MXNET framework 

 

Figure 18. Implementation of the 2 Layers Fully Connected 

The training time lasted about 2 days with a run of 10 times, using for the optimization of the 
model the gradient descending method (See Figure 19) in charge of updating the set of 
parameters of the network in an iterative way to minimize the function of error, and learning 
radius 0.1 
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Figure 19.  Code for CNN training 

Figure in chart 20 model accuracy where the x axis represents the number of times used for 
model training and the y - axis reflects the accuracy.  

 

Figure. 20: Precision graph of the model, during each of the periods in training 

 

5.5. Validate and Interpret Classification model  

In this stage, the cross-validation algorithm was selected, using the test dataset and obtaining 
75% accuracy in the tests, in Figure 21 the validation code used for the model can be seen. 
Considering the result satisfactorily, although the same can be improved with more training of 
the model, being able to also use a feedback of the same  

 
Figure 21. Code the validation of the model 

5.6    Result Application  



 
 

18 
 

The model demonstrates the application of the proposed methodology, where it can be applied 
to other classification projects. The model was applied to the surveillance system of the Institute 
of Cybernetics, Mathematics and Physics of Havana, based on an API that links the results of 
the model to the surveillance system. In the same way, reports could be generated, functionality 
still pending. 

6. CONCLUSIONS 
The MCTexto methodology proposal for the implementation of text classifiers with 
convolutional neural networks was designed and put into practice. A novel "deep learning" 
technique, specifically convolutional neuronal networks, was applied in a problem of text 
classification, with representation of the texts at the character level. New concepts of 
stonemasons on convolutional neuronal networks were addressed. 

As a future project, we intend to design and apply a new stage to the MCTexto 
methodology: knowledge transfer, thus enabling rapid training of the network. A 
documentary classifier is implemented from the application of the methodology, the case study 
and some algorithms presented as validation to the MCTexto methodology. The tool may be 
applicable to document management environments with a computer profile up to now. 
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